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1. Illumination Editing

The results of our decomposition network, unmixed
flash, and ambient illuminations, can be used to interac-
tively alter the two illuminations independently, as Figure 3
demonstrates.

2. Additional Comparisons

In this section, we compare each of the prior methods to
our own and highlight their individual differences.

2.1. IAN [7]

As illustrated in Figure. 1, IAN [7] produces facial ar-
tifacts during the decomposition task (row two and three).
We also observe that the decomposition and the generation
is not done completely in some cases as shown in row one
and four. Compared to their decomposition, the generation
portraits appear more realistic, though the generation results
can still look blurry in some areas (row five and six). For
better visualization we utilize the ratio image high resolu-
tion approach from Aksoy et al. [1].

2.2. OIDDR [6]

In OIDDR [6] we focus on comparison of shading es-
timations. As seen in the first three rows in Figure 2, the
shading predicted for the generation task by this method
is not usable for editing. Compared to the generation, the
decomposition task’s predicted shadings are more accurate,
but some areas still have incorrect specularities. Row three
and four are not from our test set.

2.3. DeepFlash [2]

We trained [2]’s encoder-decoder based on VGG-16 [4]
with their bilateral filtering for both tasks but only the de-
composition model converged which is also the task they
tackled in their paper. Figure [2] contains three compar-
isons between our method and theirs. As seen in this figure,
this method struggles with images outside of the training
domain.

2.4. FAID [1] and Pix2PixHD [5]

FAID [1] and Pix2PixHD are both generative adverse-
rial networks. Pix2PixHD has a coarse-to-fine generator
and multi-scale discriminators that operate at different im-
age scales while FAID utilizes the pix2pix [3] architecture
with the use of ratio images to make the network’s job eas-
ier. Both of these methods produce artifacts. While FAID
performs better than Pix2PixHD on the test set, it still pro-
duces a lot of artifacts for the in-the-wild dataset. The re-
sults for both generation and decomposition are shown in
Figure. 5.
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Find the project web page here:
http://yaksoy.github.io/intrinsicFlash/
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Figure 1. Comparison between our method to IAN [7] in decomposition (row one to three) and generation task (row four to six). Row six
is not from our test set.



Figure 2. Comparison between our method to OIDDR [6]’s in generation task (row one to three) and decomposition task (row four and
five) for both the shading and final illumination. Row three and five are not from our test set.

Figure 3. The separate flash and ambient shadings we estimate for a given flash photograph can be edited separately to render the same
scene under varying illuminations.



Figure 4. Comparison between our method to Deep Flash [2]’s in the decomposition task. The last row is not from the test set.

Figure 5. Comparison between our method to Pix2PixHD [5] and FAID [1] in decomposition (row one and three) and generation task (row
two and four). Row three and four are not from the test set and we do not have the ground truth for them.
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